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TRANSITION CURVES FOR THE QUASI-PERIODIC MATHIEU
EQUATION*

RANDOLPH S. ZOUNEST AND RICHARD H. RAND#

Abstract. In this work we investigate an extension of Mathieu’s equation, the quasi-periodic
(QP) Mathieu equation given by

P+ [6+ € (cost + coswt)] 1 = 0

for small € and irrational w. Of interest is the generation of stability diagrams that identify the
points or regions in the §-w parameter plane (for fixed €) for which all solutions of the QP Mathieu
equation are bounded. Numerical integration is employed to produce approximations to the true
stability diagrams both directly and through contour plots of Lyapunov exponents. In addition, we
derive approximate analytic expressions for transition curves using two distinct techniques: (1) a
regular perturbation method under which transition curves § = §(w;€) are each expanded in powers
of ¢, and (2) the method of harmonic balance utilizing Hill’s determinants. Both analytic methods
deliver results in good agreement with those generated numerically in the sense that predominant
regions of instability are clearly coincident. And, both analytic techniques enable us to gain insight
into the structure of the corresponding numerical plots. However, the perturbation method fails in
the neighborhood of resonant values of w due to the problem of small divisors; the results obtained
by harmonic balance do not display this undesirable feature.
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1. Introduction. This work deals with a generalization of “Hill’s equation,” a
term which refers to any homogeneous, linear, second-order differential equation given
by

Z+ f(t)z=0,

where f(t) is a real periodic function in ¢. Motivated primarily by problems in me-
chanics and astronomy, and in part by the investigation of the stability of periodic
motions in autonomous nonlinear systems, many results have been generated which
collectively form Floquet theory (see Magnus and Winkler [18]). A special case of
Hill’s equation is Mathieu’s equation,

%4 (6 +ecost)x =0,

the archetypal problem in parametric excitation in which an autonomous linear struc-
ture is driven by a periodic forcer. The stability or boundedness of solutions of Math-
ieu’s equation as a function of parameter values (6, €) has been extensively examined
and characterized in terms of stability transition curves that demarcate the boundaries
of instability regions. They consist of one-dimensional curves in the 6-¢ parameter
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plane that separate points (6, €) for which at least one solution of Mathieu’s equation
is unbounded (unstable) from points for which all solutions are bounded (stable).

A seemingly straightforward extension of Mathieu’s equation, the quasi-periodic
(QP) Mathieu equation given by

(1.1) U+ [6 4 € (cost + coswt)] ¢ = 0,

w irrational, is investigated in this paper. Since the coefficient of ¢ in (1.1) is QP
but not periodic, Floquet theory is inapplicable, and qualitatively new difficulties ab-
sent from the analysis of Mathieu’s equation are encountered. Numerical integration
employing the Runge—Kutta method of order 4 is used to generate “stability charts”—
graphical plots of points (6,w) in the é-w parameter plane for which all solutions of
equation (1.1) are bounded—as well as contour plots of Lyapunov exponents. In ad-
dition, two systematic techniques for generating approximate analytic expressions for
the transition curves in the §-w parameter plane, which parallel those used for Math-
ieu’s equation, are presented. The first technique is a regular perturbation method
under which §(w;€) is expanded in powers of e. It is based on the conditions that (1)
along transition curves, at least one solution of the QP Mathieu equation is bounded;
and (2) transition curves bounding regions of instability in the 6-¢ parameter plane
emanate from points on the 6-axis at

1
6= 1(a+bw)2, a,b e,
a set of points which is dense in the ¢-axis. Although in good agreement for a wide
range of parameter values, this technique fails in the neighborhood of resonant values
of w due to the problem of “small divisors.” The second technique assumes that
bounded solutions along transition curves have the form

¢(t) = Z Z [Aab COS(agbwt) + Bab Sin(a-i-wat)]

a=0 b=—00

and utilizes Hill’s method of infinite determinants in conjunction with harmonic bal-
ance to derive implicit analytic expressions for the transition curves. This analytic
technique delivers results consistent with those generated numerically, yet does not
suffer from the small-divisor problem.

A vast body of research directed toward the theory of ordinary differential equa-
tions with almost periodic coefficients has accumulated since the works of Bochner
[2] and Favard [9], evident from the extensive bibliographies of [6] and [10], in which
hundreds of references are cited. Nonetheless, it has proved useful to examine the
question of the boundedness of solutions of the QP Mathieu equation from the per-
spective of functional analysis. Specifically, the QP Mathieu equation is viewed as a
(self-adjoint) QP Schrodinger operator on L?(R) defined by

Ly = (—j;—e(cost—i—coswt))w = 61,

whose spectral properties provide information on the form and boundedness of asso-
ciated solutions. Being interested in generating stability diagrams, we can identify
the resolvent set of L, p(L), with regions of instability, and we can identify the ab-
solutely continuous component of the spectrum, oac(L), with regions of stability.
Furthermore, the following results hold.
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1. Pastur and Figotin show in [24] that up to a set of measure zero, the absolutely
continuous component of the spectrum coincides with those values of §, given
fixed € and fixed w, for which the associated Lyapunov exponent is zero.
Hence, we can identify regions of stability with the set of points for which the
associated Lyapunov exponent vanishes.

2. As demonstrated by Johnson and Moser in [15], the winding number, which
measures the average increase of the phase of any solution, is constant on
p(L). If I is an open interval in the resolvent set, then the winding number
W = W (é) assumes a value of the form

W () € +M = {1(j1 +wj2) : j1,j2 € Z},

where M is the frequency module of the driving term (potential) of L. This
result is significant in relation to the perturbation method discussed in this
paper. As shown in [33], the winding number associated with the QP Mathieu
equation can be expressed as

1 T
1.2 W=v6 + —°_ lim —/ cos 2¢(t)(cost + coswt) dt,
(1.2 S i [ cos20(0) )

where ¢(t) is the phase of a corresponding solution. Thus, we see that

1
W:§(j1+wj2)ﬂx/<§ as €—0

for points in the resolvent set, implying that the corresponding transition
points on the é-axis in the d-¢ parameter plane are i(jl +wij2)?, j1,J2 € Z,
as asserted above.

3. Suppose w satisfies typical Diophantine conditions given in the paper by
Moser and Péschel [22]. If 1 € M (minus a small set of exceptional values)
and if |e/v/8| is sufficiently small, then solutions of the QP Mathieu equation
along transition curves (boundaries of instability regions) have the form

P(t) = e x(t), xeQ,w),

where Q(1,w) is the set of all QP functions with independent frequencies 1
and w. This implies that solutions along transition curves are QP functions
with independent frequencies % and %, the form assumed by the method of
harmonic balance.

A major theme pertaining to the analysis of Schrédinger operators with almost
periodic potentials is the tendency for the associated spectra of H to be Cantor sets,
i.e., sets that are closed, have no isolated points, and whose complement is dense.
Consider the quantum mechanical system

d2
dx?

o=~z + V(@) =

with potential

V(z) = Z Any n, €Xpli(n1 + now)a],

ni,n2
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where w = p/q with p, ¢ relatively prime. If w < 1, V(z) has period 2mg and the
usual analysis of periodic potentials shows that for small €, the spectrum of H will
have gaps about the points

2
Ep = 1<k) ., k=0,1,2,....
4 \q

Since p and ¢ are relatively prime, k& can be expressed as the linear combination
k = n1q + ngp for some ny,no € Z. Therefore, it is natural to suppose that when w
is irrational there is still a tendency for the spectrum of H to have gaps about the
points

1 /n1q+ nop 2 1
Enl,nz = 1 <1L]2) = Z(Tll +n2w)2.

Since these points are dense in R, the associated gaps in the spectrum will be dense,
and the resulting spectrum will be a Cantor set, although one of nonzero Lebesgue
measure depending on the coefficients ap, », of the potential V(z). The first hint of
this gap picture was in a paper by Dinaburg and Sinai [8]. We expect the stability
diagrams of the QP Mathieu equation, therefore, to be quite intricate: a dense collec-
tion of instability regions stratifies the 6-w parameter plane, leaving behind “regions”
of stability with a Cantor-like structure.

A 1982 paper by Simon [29] provides an excellent review of the then recent litera-
ture on the one-dimensional Schrédinger equation with an almost periodic potential.
Other important papers among scores include [15], [14], and [21], in which the rotation
number (winding number) is used to extract properties of the spectrum, as mentioned
above. In [31], Vrscay applies a regular perturbation method to the QP Mathieu equa-
tion in order to examine the irregular nature of the associated spectrum. Hofstadter
[13] carries out an interesting analysis of a quantum mechanical system describing
the two-dimensional motion of a crystal electron (Bloch electron) in a uniform mag-
netic field. He presents numerical results of the system’s spectrum as a function of a
parameter whose rationality or irrationality highly influences its nature. The graph
of the spectrum, “Hofstadter’s butterfly,” has a fine-grained structure similar to the
stability charts of the QP Mathieu equation presented in this paper.

Due in part to an incomplete, general theory of differential equations with almost
periodic coefficients, and in part to the lack of communication between physicists
and engineers, the determination of analytic expressions for transition curves in a
parameter plane has received little attention in the literature. In a paper by Davis
and Rosenblat [7], a multiple-scales technique is used to compute transition curves
expressed in powers of € for the QP Mathieu equation. Although calculations through
only O(e?) were performed, they claim to suppress small divisors by detuning off of
resonances. Moreover, they speculate that transition curves emanate from the ¢-axis
in the 6-€ parameter plane from two families of points, namely, 6 = iaQ, a=0,1,2,...
and § = i(bw)z, b=0,1,2,.... Our work, as well as that by Abel [1], indicates,
however, that the appropriate location of transition points on the é-axis in the 6-¢
parameter plane is 6 = i(a +bw)?, a,b € Z. Other papers in which transition curves
for QP systems are generated include those by Schweitzer [27] and Weidenhammer
[32]. Schweitzer utilizes the results of Shtokalo given in [28] that provide conditions for
the stability or instability of solutions to linear, QP systems. The conditions depend
on the construction of a linear transformation, written as a formal series in powers of €,
that transforms the original QP system to one with constant coefficients. The stability
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of solutions are inferred by examining the associated Hurwitz determinants of the new
system, which Schweitzer uses to extract information about the transition curves. In
[32], Weidenhammer applies a perturbation method to a nonlinear QP equation, and
computes a number of analytic expressions for transition curves through O(e?). From
one last perspective, the QP Mathieu equation may be seen as a perturbation of
an integrable Hamiltonian system. In this context, one is inclined to apply KAM
theory or averaging-type methods to (1.1), as described in the recent book by Lochak
and Meunier [17]. However, since equation (1.1) is linear, nondegeneracy conditions
necessary for its application cannot be satisfied (i.e., there is no “twist”). Hence, we
do not pursue this line of investigation.

2. Numerical integration. Presented in this section are the graphical results of
“numerical investigations” into the asymptotic behavior of the QP Mathieu equation.
Numerical integration employing the Runge-Kutta method of order 4 [3] is carried
out to generate stability charts by integrating equation (1.1) forward in time over a
grid of parameter values in the é-w parameter plane. To determine whether or not
the solution associated with a given point (8, w) of the grid becomes unbounded with
time (i.e., is unstable), two distinct procedures were implemented.

The first procedure follows a standard methodology wherein the QP Mathieu
equation is integrated for a preset length of time. At each step of the integration, the
amplitude of the solution #(t) in the phase plane,

(2.1) r(t) = [ = (1) +$(t)?,

is calculated and used to determine whether or not the solution has grown without
bound (is unstable) based on the following criteria:
The solution ¥(t) of equation (1.1) is deemed unstable if, within a preset
Tnae time units, its amplitude has increased by a factor of R. Otherwise,
() is said to be stable.
It is worthwhile to remark that the quantities R and T},4., which took on values
10% and 20000, respectively, are arbitrary and should be assigned according to the
system or application at hand. Also, the stability of the system (i.e., of the zero
solution) for a particular triplet (8, ¢,w) is independent of initial conditions. Hence,
the initial condition ¢y = 0.001 and vjzo = 0.001 was chosen arbitrarily and held fixed
throughout the entire numerical procedure.
The mutual dependence of R, T},4., and € on the numerical results can be made
quantitative by applying a result given in section 3.10 of [5] to equation (1.1) rewritten
as the first-order system

(G)-n0(;)

where A(t) is the matrix

0 V5
(2.3) At) = <_\/S [1 + g(cost + coswt)} 0 ) ’

THEOREM 2.1. Ewvery solution x(t) of equation (2.2) satisfies the double inequality

(2.4) exp (2 /t:)\(a) da) < m < exp (2 /t:A(a) da),
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where \(t) and A(t) are, respectively, the smallest and greatest characteristic roots
(necessarily real) of the symmetric matriz

H(t) = %[A(t) + AT (1)].

For the system defined by equations (2.2) and (2.3), the characteristic roots of
H(t) are
€

M) =~

and the right-hand inequality reduces to
(2.5) @) < flato) et/ Ve.

For an R-fold increase in ||z(t)|| over a duration of time T),4., equation (2.5) im-
plies that R < exp(e Tinaz/V6), or equivalently, € T},q, > V6 In R. These expressions
suggest that when € is held fixed, comparable graphical results are achieved for com-
binations of T},., and R that maintain the ratio, T4,/ In R. In addition, whenever
€ is decreased, more time is needed for an R-fold increase in ||z (¢)||, indicating that
the growth rates of unstable solutions diminish with e. It is possible, therefore, that
genuinely unstable solutions may be classified as stable if T;,,, is chosen too small
for a given e.

The second procedure for ascertaining the stability or instability of a given point
(6,w) of the grid makes use of the fact that only rational numbers are realized on a
computer. Let w = p/q, where p and ¢ are relatively prime integers. By rescaling
time according to ¢ = 2¢7 and letting the prime denote differentiation with respect
to 7, the QP Mathieu equation can be written as

(2.6) V" + 4¢°[6 + € (cos 2qT + cos 2pT)] Y = 0,

which now has a driving term with period 7. If ¢4 (7) and v9(7) are the linearly
independent normalized solutions of (2.6) determined by the initial conditions,

y1(0) =1, y2(0) = 0,
y1(0) =0, y5(0) = 1,

then as discussed in [18], all solutions of (2.6) are stable if and only if |Y1(m)] < 1.
As a result, equation (2.6) needs to be integrated only over the interval 7 € [0, 7], and
no arbitrary conditions that deem solutions as stable or unstable are required. We
see that this procedure is not only more efficient than the first, it is more accurate as
well. We should remark, however, that the step size used in the numerical integration
depends on ¢ and was set to AT = 7/(64q); this corresponds to 64 time steps per
period of the cost driver.

Stability charts identifying points (§,w) in the é-w parameter plane for which
all solutions of the QP Mathieu equation are bounded are presented in Figures 2.1
and 2.2. The chart shown in Figure 2.1 took six months to produce, running in the
background on a Sun SPARCstation 5, under the implementation of the first procedure
(R= 10% and T)p40 = 20000), and was generated over a 700 x 900 grid of points. The
chart shown in Figure 2.2 took only one month to produce, running in the background
on a Sun SPARCstation 5, under the implementation of the second procedure, and
was generated over an 800 x 800 grid of points. Although at the expense of much
computational effort and time, the fine resolution of the figures reveals an intricate
web of instability regions cutting across the parameter plane.

€

2V/6

|cost 4+ coswt| and A(t) = |cost + coswt|,
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QP Mathieu Equation: Stability Chart (epsilon = 0.10)

1.5 T

omega

FIG. 2.1. Stability chart of the QP Mathieu equation generated from numerical integration
utilizing the first procedure: Tmaz = 20000, R = 10%, and € = 0.10. Points (§,w) in the blackened
regions of the 6-w parameter plane correspond to bounded (stable) solutions.

3. Lyapunov exponents. In the previous section, an extensive computational
effort employing numerical integration was carried out to generate “stability charts”
that identify points (6,w) in the §-w parameter plane for which all solutions of the
QP Mathieu equation are bounded. A second numerical method utilizing Lyapunov
exponents—an efficient method that delivers information about the growth rate of
unstable solutions—is described in this section. Since the QP Mathieu equation may
be written as a second-order Hamiltonian system, it has exactly two Lyapunov expo-
nents, and their sum is zero. In this section, the nonnegative Lyapunov exponent of
the two is computed numerically and used to characterize solutions as stable (A = 0)
or unstable (A > 0).

Suppose ¥ is a solution of the QP Mathieu equation with amplitude r(t) given
by equation (2.1) which, for large values of ¢, behaves as exp(+At). The exponents
+) are referred to as Lyapunov exponents associated with the QP Mathieu equation
(see [5], [11], [24], and [26]) and are defined as follows:
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QP Mathieu Equation: Stability Chart (epsilon =0.10)
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FI1G. 2.2. Stability chart of the QP Mathieu equation generated from numerical integration
utilizing the second procedure. Points (6,w) in the blackened regions of the §-w parameter plane
correspond to bounded (stable) solutions.

()|
70)

1
(3.1) +) = limsup — In
T—too |TI

Since the Lyapunov exponent governs the asymptotic behavior of v, it plays an im-
portant role in stability theory.

A practical problem associated with the computation of Lyapunov exponents
involves the exponential growth of unstable solutions. Floating point numbers im-
plemented on typical computers are restricted in their magnitude. If, during the
execution of the numerical integration code, the evaluation of an unstable solution is
left unchecked, numerical overflow ensues. In order to prevent the occurrence of nu-
merical overflow, a computational procedure was implemented whereby the solution
is systematically rescaled. The scaling factors are recorded and combined to produce
an approximation to the Lyapunov exponent.
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QP Mathieu Equation: Lyapunov Exponents (epsilon = 0.10)
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Fi1G. 3.1. Contour plot of Lyapunov exponents associated with the QP Mathieu equation. The
level curves correspond to constant values of A > 0 on which unbounded solutions of equation (1.1)
exist.

A contour plot of Lyapunov exponents associated with the QP Mathieu equation
is presented in Figure 3.1. Relatively fine detail is evident in the graphical plot even
though Lyapunov exponents were calculated over a “coarse” grid of 140 x 300. In
comparison, the first numerical procedure of the previous section produces plots with
comparable detail if a 280 x 400 grid is used. We see, therefore, that the numerical
method utilizing Lyapunov exponents is more efficient and provides more information
than standard numerical integration methods.

The unstable regions are easily distinguished and consist of all points (§,w) for
which A > 0; as shown, they are enclosed by a curve for which A = 0.00493. Although
we found it difficult to distinguish between small positive Lyapunov exponents and
those which are truly zero, points (6,w) for which A = 0 can be identified as follows:
Lyapunov exponents that are nonzero should maintain their values as T},qz, the time
of integration, is increased. On the other hand, Lyapunov exponents that are zero
will have computed approximations that tend to zero as Ty, is increased.
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4. Perturbation method. For generating approximate analytic expressions for
transition curves § = 6(€) in the 6-¢ parameter plane, a regular perturbation method
based on expansions in powers of € (see [16], [23], [25], and [30]) has been very suc-
cessful when applied to Mathieu’s equation,

(4.1) i+ (6 +ecost)x =0.

The procedure is based on the result from Floquet theory that equation (4.1) can
exhibit periodic solutions with period 27 or 47 if and only if the associated pair (6, €)
of parameter values lies on a transition curve. As a consequence of this result, pairs of
transition curves emanate from the é-axis (e = 0) at 6 = iaz, a=0,1,2,...and bound
tongue-like regions of instability in the - parameter plane. Under this perturbation
method, one assumes that € is small and expands §(e) and x(¢) as follows:

(4.2) S(e) =060 +eby +e*bg+---,

(4.3) z(t) = 2o(t) + exq(t) + € o (t) + - -

Insertion of equations (4.2) and (4.3) into (4.1) and equating coefficients of like pow-
ers of e yields a sequence of differential equations from which the functions x; are
determined. General expressions for the x; are obtained and forced to be periodic
with period 47 by choosing the coefficients §; accordingly. By independently setting
xo(t) to sin(§t) and cos(5t), respectively, the two transition curves emanating from
6= %a2 are generated.

A perturbation method similar to the one used on Mathieu’s equation, with the
objective of generating analytic expressions for the transition curves § = §(wje) in
the 6-w parameter plane (fixed €), may be applied to the QP Mathieu equation. As
is done above, one assumes that € is small and expands §(w;€) in powers of e:

(4.4) S(wie) = 6o(w) + €61 (w) + €2 (W) +---.

The corresponding solutions along the transition curves are expanded in powers of €
as well:

(4.5) P(t) = Polt) + €pr(t) + € ha(t) + -+ -.

Since w is assumed to be irrational, the QP Mathieu equation cannot possess periodic
solutions for any nonzero choice of €. As a result, Floquet theory is inapplicable for
providing a rigorous, clear-cut condition that distinguishes solutions along transition
curves—Ilike having period 27 or 4w for Mathieu’s equation—for the QP Mathieu
equation. Based on arguments presented above and in the next section, however,
solutions along the transition curves are precisely those QP functions given by

(4.6) P(t) = Z Z [Aqp cos (2522¢) + By sin (252¢)]
a=0b

——00

where a > 0 and b are integers.
The perturbation method will yield solutions of the above form and generate
analytic expressions for the transition curves if the following conditions are met.
1. Resonant terms are systematically removed from the differential equations
for the ;. This condition, which is applied to similar problems utilizing
perturbation theory, guarantees that the generated solution will be bounded.
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2. Transition curves bounding regions of instability in the 6-¢ parameter plane
emanate from points on the é-axis at 69 = %(a+bw)2, a,b € 7Z. This condition,
as discussed above in the Introduction, is based on results by Johnson and
Moser [15].

Before proceeding with the perturbation method defined by equations (4.4) and
(4.5), we must first address the problem of “small divisors” characteristic of systems
with two or more frequencies, and find conditions for the convergence of the expan-
sions in €. One can think of the QP Mathieu equation as a system of three linear
oscillators—having natural frequencies v/, 1, and w—with weak, nonlinear coupling.
If the coupling is not too strong, the associated trajectories lie on a 3-torus in phase
space, and the dynamics can be described in terms of a triplet of phase angles. The
series expansion (4.5) for ¢(t), then, will contain terms of the form (see [11])

m m

m - w

cos(m - wt) + sin(m - wt),

where
m-w = m1~\/5+ mo -1 + m3-w.

Since the m’s can take on negative values, there may be combinations of them such
that

m-w — 0 as lm| = mi+ma+mg — oo,

and the series for 1(t) need not converge.

In two papers written by Moser in the 1960s [19], [20], a perturbation method for
QP solutions—with origins in papers by Kolmogorov and Arnold—is described. As
applied to the QP Mathieu equation, the following result is given.

THEOREM 4.1. Assume that /0y, 1, and w are rationally independent and satisfy
the infinitely many inequalities,

c

(4.7) ’jw/éo—i-a-l—i-b-w S
(lal + o)

for all integers a and b with |a|+ |b| > 0 and for j = 0,1,2; the constants v and c are

fizxed. Then there exists an analytic function in e,

S(wie) = bo(w) + €8 (w) + 2 6a(w) + -+,

such that the QP Mathieu equation possesses a QP solution with basic frequencies 1
and w. For~v > 1 and for almost all w, such a constant ¢ can be found.

A QP function with basic frequencies 1 and w is a special case of (4.6); hence, the
analytic function é(w;e€) given in the theorem must be an expression for a transition
curve.

The Diophantine condition given by (4.7) can be seen as three independent con-
ditions, one for each value of j. If j = 0, then (4.7) fails whenever w is rational; there
will be terms in the expansion for ¢ that have vanishing denominators resulting in a
divergent series. If either j =1 or j = 2, then (4.7) fails whenever

1
+/60 = §|a+bw|
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for integers a and b that are not simultaneously zero, or equivalently,

1
6o = ~(a + bw)?.
4
Hence, we see that the transition points from which pairs of transition curves in the é-
€ parameter plane emanate are resonant values of the natural frequency. In addition,
since w is assumed to be irrational, the set of transition points

T = {3(a+bw)*: a,beZ}

has no repeated elements, given that a is nonnegative. Consequently, the pair of
transition curves emanating from the transition point § = 1 (a+bw)? can be identified
with the ordered pair, (a,b). This exactly parallels the identification of ordered pairs
of integers with spectral gaps in the resolvent set of L (cf. [15]).

From another viewpoint, the elements of 7 can be seen as the zeroth-order (e = 0)
approximations to the transition curves in the §-w parameter plane. For a given pair
(a,b) of integers, a curve with equation 6 = %(a + bw)?*—the coalescence of the two
associated transition curves—emanates from the é-axis (w = 0) at 6 = iaz. When €
is increased, the curve “fattens” into a region of instability. Since an infinite number
of such curves emanate from the é-axis at § = ia27 one for each b € Z, we expect
to find an infinite number of instability regions fanning out from this point. The
most prominent region of instability is vertical and corresponds to b = 0. As |b| is
increased, the associated regions diminish in width and fan out at smaller angles with
respect to the d-axis. Numerical results presented in the previous sections support
this description of instability regions in the §-w parameter plane.

Proceeding formally with the perturbation method, equations (4.4) and (4.5) are
substituted into the QP Mathieu equation (1.1). Equating coefficients of like powers
of € yields the following sequence of differential equations from which the ¢; can be
determined recursively:

O(e") : Yo + otho = 0,
O(e") : Y1+ both1 = =619 — (cost + coswi)o,
O(e?) : g + botpa = —6191 — b21pg — (cost + cos wt)ihy,

i—1
0(61) : % + 60¢i = — Z 6i_j¢j — (COSt —+ cos o.)t)’(ﬂi_l,
j=0

Expressions 8;(w) which describe the transition curves are determined by sys-
tematically removing resonant terms from the differential equations for the ;, as
is done for Mathieu’s equation. Since the forcing term € (cost + coswt) in the QP
Mathieu equation is an even function, each transition curve from a given pair can be
independently generated by separately considering the initial conditions

(i) ¢(0) =0 = P (0)=0, i=0,1,2,....

For case (i), the solution along one transition curve is odd, implying we set

Yo(t) = sin (“*‘Qb“’t>;
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and for case (ii), the solution along the other transition curve is even and we set

b
a+ wt>'

0

With the aid of the symbolic computation system Maple [4], the above process
was systematically repeated to generate the analytic expressions

b(wse) = i(a—l—bw)2 +e61(w) + 2 ba(w) + -+

for a variety of transition curves. Results through O(e®) are presented below. For

each pair of transition curves, the first expression corresponds to the transition curve

generated from v (t) = sin(“£2¢), and the second corresponds to the transition curve

generated from () = cos(“t2¢t). The case o = 0 has a single transition curve
generated from ¢y (t) = 1.

Case 6o =0: a=0and b=0.
L, 1 4
(4.8) 62—56 1—|—§ + O(eY).

Case 6p = jw?: a=0and b=1.

1 1€ (14 3w? 1 € (16w8 +w* —2w2+1
(49) 6=t L 1€ 0437 160+l —20P+1)
4 2 8 w2(1l-w?) 32 (w—1)2(w+1)2w?
1 1 1€ (1+3uw? 1 e (16w +wt —2w? +1
(410) 5=tz L 1€ 0437 160+t 2004 1)
4 2 8 w2(1l-w?) 32 (w—1)2(w+1)%2w?

Caseé‘o:i: a=1and b=0.

1 1 1€ (34w?) 16 (20" +w?+16)

4.11 = - — — N O 4
A1) 6=g+3et s T3 woirwriper TOE)
1 1 1€ (34w? 1 e (W —2w+w?+16
(412) §=-— e+ = B+of) 1€ Wi-2uT4w ) O(e)
4 2 8 1—-w? 32 (w—1)2(w+1)2w?

Case 6y = 1(1+w)*> a=1and b=1.

1 1 e (w+w+1)

(4.13) 571(w+1)2—5w(2w+1)(w+2) O(eh),
1 3 € (W+3w+1)

(4.14) 5*1(”“>2+5w(2w+1)(w+2) O(e*)
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Case o = +(1—w)>: a=1and b= —1.

1 , 1 € (W—w+1) 4

(4.15) 5_1(1—w) +§w(2w—1)(w—2)+0(6 ),
62 wzf w

(4.16) 6= 3(1 —w)? - % - (2(w — 1‘? (j_lg) + O(e*).

A plot displaying a variety of transition curves along with those given in equations
(4.8)—(4.16) is presented in Figure 4.1. There is good agreement with the results
generated numerically in the sense that predominant regions of instability are clearly
coincident. Moreover, the perturbation results contain finger-like regions of instability
that fan out from the é-axis near 6 =0 and 6 = i. However, the expressions for the
transition curves are not valid in neighborhoods of w = 0, %, %, %, 1, %, 2, and
3, since there are terms that have vanishing denominators at these resonant values.
Consequently, these portions of the transition curves are omitted as is evident in
Figure 4.1.

The largest regions of instability, as shown in the figures produced both numeri-
cally and via the perturbation method, are those that lie in the neighborhood of the
curves § = jw? (a=0,b=1) and § = § (a = 1,b = 0) and have a width of O(¢). Each
represents a 2:1 resonance between a respective driving frequency (w or 1) and the
natural frequency of the unperturbed system, v/6. One can see, in addition, finger-like
regions of instability, though smaller, corresponding to other pairs of integers, (a,b).
An interesting question arises: how does one identify the predominant regions of in-
stability? A trigonometric expansion of the forcing term in each of the differential
equations for the 1; and an examination of high-order calculations indicate that the
value n = |a| 4 |b| determines the relative order of importance. For a given pair of
transition curves, the two coincide through O(¢"~1). Consequently, the width of the
associated region of instability is O(e™), and the majority of such regions are merely
curves of stability. Therefore, the most noticeable and interesting behavior in the §-w
parameter plane occurs near § =0 and § = 1 (a = 0 and a = 1, respectively).

In principle, we could have obtained higher-order truncations, but additional res-
onances would have appeared. A perturbation method based on expansions in powers
of € is problematic for generating stability transition curves in the 6-w parameter
plane. Fortunately, the analytic technique presented in the next section does not

suffer from divergence problems near resonant values of w.

5. Hill’s determinant and harmonic balance. Another technique available
for generating analytic expressions for the transition curves of Mathieu’s equation
(4.1) involves the use of Hill’s infinite determinants (see [16], [18], and [23]). Under
this method, the bounded solutions x(t) along the transition curves, known to be
periodic with period 27 or 4, are represented by the Fourier series,

(5.1) x(t) = Ao + i [A cos(£t) + By sin(£t)] .
k=1

Substituting the above expression into Mathieu’s equation and matching terms with
the same harmonics (i.e., harmonic balance) leads to an infinite set of linear, homo-
geneous equations for the coefficients { Ak, B }. In order for x(t) to be nontrivial, the
infinite (or Hill’s) determinant of the associated coefficient matrix must vanish. It is
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QP Mathieu Equation: Perturbation Method (epsilon = 0.10)

-0.1 0.1 0.4

1.2 T

omega

AR

X

)/ VAN
i

0.2 -

NN

delta

Fic. 4.1. Transition curves for the QP Mathieu equation (1.1) as determined by the perturbation
method, € = 0.10. The regions around resonant values of w have been omitted.

this condition that implicitly specifies the transition curves in the 6-¢ parameter plane
for Mathieu’s equation.

A similar technique utilizing Hill’s method of infinite determinants, with the ob-
jective of determining analytic expressions for the transition curves in the 6-w param-
eter plane (fixed €), proved to be successful when applied to the QP Mathieu equation.
It revolves around the assertion that solutions along transition curves have the form
given by equation (4.6), specifically,

Y(t) = i i [Aap cos (“5224) + By sin (¢5221)] .

a=0b=—00

Strong motivation for the above assertion is made when w is restricted to rational
values: w = p/q, where p and q are relatively prime, positive integers. Seemingly, there
is no physical effect stemming from the irrationality of w since an arbitrarily small
change in w would make it rational. Moreover, an irrational number can be approx-
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imated by a rational number to any degree of accuracy. With the above restriction
imposed on w, the QP Mathieu equation becomes the following Hill’s equation:

(5.2) Y+ [6 + € (cost + cos gt)} P =0.

Assuming w < 1, the driving term e(cost + cos %t) has period T' = 27q. According to
Floquet theory, Hill’s equation delivers periodic solutions with period T or 27T only if
the associated parameter values lie on a transition curve. Hence, along a transition
curve, the solution (t) is represented by the following Fourier series:

(5.3) W(t) =40+ [Ak cos(£1) + By sin(%t)] .
k=1

Since ¢ and p are relatively prime, a theorem in Herstein’s text [12] states that any
integer k£ can be expressed as the linear combination k& = aq + bp for some a,b € Z.
As a result, the set of integers can be put into a one-to-one correspondence with the
following set of ordered pairs of integers:

7 — P,
where
P = {(a,b) € ZXZ: k=aq+bp, keZ}.

Ordered pairs that yield the same integer are identified and defined to be in the same
equivalence class. Hence, the above correspondence is actually between Z and the set
of equivalence classes. The Fourier series (5.3) can then be expressed as

V1) = 3 [Auw con(“52) + By sin(2522)|
P

(54) = Z [Aab CQS(#” + Bab Sln(%t)] 7
P

in the form of the assertion given by equation (4.6).

The strongest argument for solutions along transition curves having the form
given by equation (4.6), however, is derived from results pertaining to Schrédinger
operators. As mentioned above in the Introduction, if w satisfies typical Diophantine
inequalities given in [22] and if |e¢/V/§| is sufficiently small, then the QP Mathieu
equation has a solution along a transition curve given by

(5.5) P1(t) = e xa (t),

where x1 € Q(1,w) and p = %(jl + wja) for some j1,jo € Z. Being a QP function, x1
can be represented by the two-frequency Fourier series

(5.6) xi(t) = Z Cy, 't teh)t,
k1,k2

Therefore, inserting the expression for p and (5.6) into (5.5) and rewriting, we find
that 11 (¢) can be expressed as

i(t) = Ci eillki+31)+w(kat+ 32t
k1,k2
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equivalent to the form given by equation (4.6).
Without loss of generality, assume that solutions along the transition curves of
the QP Mathieu equation are given by

(5.7) P(t) = Z Z Aqp cos(2E2t).

a=0 b=—o0

This simplification allows us to independently generate each transition curve of a given
pair; the determination of the second transition curve is accomplished by assuming
that

(5.8) U(t) =" Y B sin(“Het)

a=0 b=—o00

and follows an identical analysis. Substituting equation (5.7) for ¢(t) into the QP
Mathieu equation and simplifying yields

Y cos(2E2) | A, (6 — (a + bw)?)
so 2,2 [

+ %(Aa+2,b + Aa—2,b + Aa,b+2 + Aa,b—Z) = 0.

Equating each of the coefficients of cos(%t) to zero—which is equivalent to match-
ing terms with the same harmonics—results in the following infinite set of linear,
homogeneous equations for the {A,}:

(5.10)  Aupl6 — 1(a+bw)?] + £[Aar2p + Aa—ap + Aapyz + Aap—2] = 0.

In order for ¥(t) to be a nontrivial solution of the QP Mathieu equation (1.1),
the infinite determinant of the associated coefficient matrix, C, for the linear sys-
tem defined by equation (5.10) must vanish. Assuming that the determinant exists,
transition curves for the QP Mathieu equation are implicitly given by

(5.11) det(C) = 0,

where det(C) is a function of €, §, and w. To assure convergence of the infinite
determinant, divide equation (5.10) through by

1
(5.12) Yab =0 — Z(a + bw)?;

this results in the new linear system,

(5.13) Agp +

(Aa+2,b + Aa—2,b + Aa,b+2 + Aa,b—Z) = 0.
2’711,b
Before we can proceed, it is necessary to show that the infinite determinant of the
coefficient matrix exists. According to Theorem 2.7 from Magnus and Winkler [18],
determinants of Hill’s type converge.
DEFINITION 5.1. Given a matric A = (a;;), the determinant is said to be of
Hill’s type if it satisfies the condition

Z\aij—éiﬂ < oo,
j
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where

s _ [0 i,
T ifi=j.

The determinant of the coefficient matrix, C, is readily seen to be of Hill’s type,
and hence, convergent. Indeed,

(5.14) > ICi; —

j

since
(5.15) sl = O(a® + 7).

In practice, approximate expressions for det(C) are obtained by expressing so-
lutions 1 of the QP Mathieu equation along transition curves as the following finite
sums:

N N
(5.16) Z Z Agp cos( “H’“’t )+ ZAOI, cos(
a=1 b=—N
or
N N N
(5.17) = Z Z b Sin( a+b“’t + ZBOb sm( “t).
a=1 b= N b=1

Increasing N yields better approximations to the transition curves, but the dimension
of the coeflicient matrix becomes geometrically larger, thereby making the evaluation
of its determinant progressively harder. For example, if (5.16) is used as an approxi-
mate solution of the QP Mathieu equation, the dimension of C is 2N2 4+ 2N + 1. In
the case N = 4, the coefficient matrix has dimension 41. Although the analysis was
facilitated by putting C' in upper triangular form, the analytic evaluation of det(C)
and the generation of graphical plots took an hour when Maple was executed on a
Sun SPARCstation 10.

Approximate analytic expressions for det(C') were obtained for the cases N =
1,2,3, and 4. For each N, two expressions for det(C)—one corresponding to the
coefficient matrix of the sine-series solution (5.17) and one corresponding to that of
the cosine-series solution (5.16)—were independently generated. The locus of points
(6, €,w) for which either expression equals zero comprises the set of transition curves
at the given order of approximation. Graphical results for cases N =1 and N =4
are presented in Figures 5.1 and 5.2, and analytic expressions for det(C), N = 1, are
given below. Individual curves were extracted by setting factors of the expressions for
det(C) to zero.

Case N=1
sine-series solution:

det(C) = (2e —46+ 1) (w2—4(5—|—262

(5.18) (46 -1-2w—w?) (~w*+2w+46—1);

cosine-series solution:

det(C) =46 (2e+46—1) (w® =465 —2¢)

(5.19) (—16€* —20° +1 -8 —8w?§ +166 +w?).
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QP Mathieu Equation: Harmonic Balance (epsilon =0.10)
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F1G. 5.1. Transition curves for the QP Mathieu equation (1.1) as determined by the method of
harmonic balance, € = 0.10. Truncation order: N = 1.

A careful examination of the graphical results presented in Figures 5.1 and 5.2
reveals that the transition curves generated from the harmonic balance technique,
which demarcate regions of instability, are in excellent agreement with those gener-
ated numerically. Predominant regions of instability as well as the finer details are
clearly coincident. In contrast to the perturbation method of the previous section,
the analytical expressions for the transition curves obtained by harmonic balance,
although given implicitly, do not suffer from the small-divisor problem.

Another advantage of harmonic balance is its handling of dissipation, which is
present in almost all physical systems. Since dissipation has a stabilizing effect on
physical systems, we expect the stability diagrams of the QP Mathieu equation to
change in some manner. We have found that the method of harmonic balance can
be used, without modification, to determine analytic expressions for the transition
curves when damping is incorporated into the system.
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QP Mathieu Equation: Harmonic Balance (epsilon =0.10)

1.4t

1.27

0.41

FIG. 5.2. Transition curves for the QP Mathieu equation (1.1) as determined by the method of
harmonic balance, € = 0.10. Truncation order: N = 4.

Consider the damped QP Mathieu equation given by
(5.20) v+ 2ud + [6 + €(cost + coswt)|yp = 0,

where p > 0 is the coefficient of damping. Utilizing harmonic balance with N = 1,
the transition curves bounding the largest regions of instability associated with the
2:1 resonances are found to have the following form:

(5.21) O(w;€) = % + % €2 —4u?,

and

(5.22) S(w;€) = %w2 + %\/62 —dw?p2.

By performing numerical investigations and higher-order analyses with harmonic bal-
ance, the incorporation of damping is seen to have the following effects on the §-w
stability diagrams of the QP Mathieu equation.
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1. Regions of instability predictably get thinner and “recede” into the é-axis as
1 is increased.

2. It appears that high-order regions of instability are more affected by damping
than low-order ones. In other words, the fine detail of the stability charts is
lost even for small p.

3. The regions of instability emanating from around 6 = i eventually disappear
as p is increased. In fact, equation (5.21) predicts that the O(e) region
disappears when p > %e. In contrast, equation (5.22) suggests that the
region of instability centered on the curve § = iuﬂ will persist, at least for
sufficiently small values of w.

6. Discussion. Two analytic techniques for generating transition curves in the
6-w parameter plane for the QP Mathieu equation were presented in the previous
two sections. The first technique, a regular perturbation method, approximates tran-
sition curves § = §(w;e€) by expansions in powers of €. Although the perturbation
method delivers results in good agreement with those generated numerically, it suf-
fers from the small-divisor problem whereby the expansion of §(w;€) is not valid near
resonant values of w. Moser’s theorem illuminates the nature of the problem: by
expressing 6(w; €) as a power series in €, we are building into it divergence problems
in the neighborhoods of resonant values of w that do not satisfy the Diophantine con-
dition (4.7). The perturbation method, therefore, is an inappropriate technique for
generating graphical plots of the transition curves in the §-w parameter plane.

The second technique, based on harmonic balance, utilizes Hill’s method of infinite
determinants for generating implicit analytic expressions for the transition curves in
the 8-w parameter plane. Harmonic balance delivers results in excellent agreement
with those generated numerically yet does not suffer from the small-divisor problem.
Moreover, it is directly applicable when dissipation is present in the system. The
following question arises: in relation to harmonic balance, what is the source of the
nonuniform convergence found in the perturbation method? The answer can be seen
by examining a simple model that displays similar characteristics. Consider the “toy”
problem, chosen because of its similarity to the expressions generated by the harmonic
balance analysis, for which a perturbation solution is sought:

o (5-1) (- 1) -«

In seeking a perturbation solution, expand 6§ = §(w;e€) in a power series in e:
(6.2) b(w;e) = bo(w) + €edi(w) + ---.

Substituting (6.2) into (6.1) and collecting terms gives the following perturbation
solution to the toy problem:

4

ettt

1
(6.3) 6(w;e) = 1 +
Equation (6.3) is singular at w = %1 in a manner similar to the perturbation solutions
of the QP Mathieu equation. We see, therefore, that the failure of the perturbation
method is due to the assumed form of the solution: the expansion of §(wj;€) in powers
of € is inappropriate for the problem defined by equation (6.1).
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